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Task description

● Recognizing taxonomic word relations

● Probing task

￼



Task description

Binary classification

  I like trees and, more specifically , oaks.        1

  I like oaks and, more specifically , trees.        0

Languages



Method

Research Question

What are effective data generation approaches in order to improve a 
language model’s ability to recognize appropriate taxonomic word 

relations?



Method

How to evaluate our experiments?

Official training data

5,837 samples 7 templates

14 noun 
categories

3 types of 
constraints



Method

How to evaluate our experiments?

Official training data

5,837 samples 7 templates

14 noun 
categories

3 types of 
constraints

3 templates

4 templates

2 noun categories 
(people, materials)

12 noun 
categories

Development set
(3,101 samples)

Training set
(2,736 samples)



Method

Data generation

Adding new templates Adding new words Hyponym of hyponyms

I like X more than Y

I prefer X over Y
(etc.)

I like ham but not fish

I like melon but not cheese I like bacon, except 
bacon strips

I like pork, except 
bacon



Method

Data generation

Inversion

I like animals, except pigs
LABEL: 1

Paraphrasing

I like beds, an interesting type of 
furniture

I like pigs, except animals
LABEL: 0 Beds are an interesting type of 

furniture that I like.



Method

Results on ‘development set’



Method

Results on ‘development set’

We discard inversion for our 
final system submission



Method: overview



Results

Language Precision Recall Macro F1

Italian 83.42 69.25 75.682

French 84.21 70.96 77.019

English 86.07 70.44 77.474

Results on official test set



Results



Analysis

Ablation experiments

Ablation test with final expanded training dataset on official test set



Analysis



Analysis



Discussion & Conclusion

● All methods enable better performance

● Especially adding new templates, hyponyms of hyponyms, new 
words and paraphrasing are effective

● Using inversion is not that effective



Thank you!
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