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Figure 1: Overview of system and prediction pipeline

Data generation techniques

Adding new templates Adding new words Hyponym of hyponym
I like X more than Y I like ham but T like pork, except bacon
not fish

!

I 1like melon but
not cheese

!

I prefer X over Y

Results
Language Precision Recall Macro F1
ltalian 83.42 69.25 75.682
French 84.21 70.96 77.019
English 86.07 70.44 77.474
Results on official test set
Conclusions

e All methods enable better performance

e Especially adding new templates, hyponyms of
hyponyms, new words and paraphrasing are effective

e Using inversion is not that effective

!

I like bacon, except

bacon strips

Inversion Paraphrasing
I like animals, except I like beds, an i1nteresting
pigs (LABEL: 1) type of furniture

!

!

I like pigs, except Beds are an interesting type
animals (LABEL: 0 of furniture that I like.
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Future work:
What causes these differences?



