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Introduction: Conversational Information-Seeking

 Conversational information-seeking is an 
emerging search paradigm that frames 
information retrieval as interactive dialogues

 These conversational interfaces are often 
connected to very large data sources like 
relational DBs, knowledge graphs, or 
document collections

 Conversational information-seeking systems 
are usually distinguished into three categories 
(Zamani et al., 2023)

 Conversational question-answering

 Conversational recommendation

 Conversational search (focus of this study)
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Information Seeker

Conversational Interface

Data Source



Introduction: Research Gap & Research Question
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 Growing body of research on conversational search is driven by the widespread adoption of 
conversational interfaces and the popularity surrounding large language models (LLMs) 
and retrieval augmented generation (RAG) systems

 However, there is a lack of comprehensive reviews and surveys in the literature:
 Most studies have a narrow focus on specific technical functions or application domains
 Apparent gap between theoretical frameworks and actual implementations

 We provide a system-centric review across the development process, ranging from 
conceptualizing system functionalities to implementing architectural components

Main Research Question 

What are the suitable application scenarios, established system architectures, and 
core functional components for developing conversational search systems?



Method of Systematic Literature Review
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 We conducted a systematic literature 
review based on the guidelines from 
Kitchenham (Kitchenham et al.,2004)

 To obtain relevant publications, we applied 
our search string to query six academic 
databases from 2012-2022, yielding a final 
set of 51 papers that met our selection criteria

 In addition, we used forward snowballing to 
identify recent papers from 2023 and 2024 
that focus on augmenting conversational 
search systems with LLMs

 Our paper also lists 16 datasets that are 
commonly used in the identified papers

ACL Anthology

ACM Digital Library

IEEE Xplore

ScienceDirect

Scopus

Web of Science

“conversational search” OR 

“information-seeking dialogue” OR 

“conversational information retrieval” 

OR 

“conversational information-seeking” 

OR 

“information-seeking conversation"

Search String                      Academic Databases



Results & Discussion: Definitions and Application Scenarios
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Maximize a user‘s information gain during a dialogue by providing 
search results with maximum utility.

System-orientedDialogue-oriented Task-oriented

Mixed-initiative 
interaction

Mutual 
understanding

Context & 
memory

Continuous 
refinement

 While the overarching goal of conversational search remains consistent, scholars define 
conversational search systems from three distinct perspectives: dialogue-, system-, and 
task-oriented definitions

 Despite focusing on different aspects, these definitions highlight four key system properties 
that distinguish conversational search systems from classic search systems 
(similar to Radlinski and Craswell (2017))

System Goal

System Definitions

System Properties



Results & Discussion: Definitions and Application Scenarios
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 The suitability of conversational search depends on the search task and 
search modality

 Conversational search excels in complex search, ambiguous scenarios 
with iterative clarifications and feedback loops, rather than 
straightforward known-item searches (Radlinski and Craswell, 2017)

 Conversational search systems can support text-based, speech-based, 
or hybrid interactions, yet most systems are unimodal and text-based, 
but multimodal systems are on the rise (Liao et al., 2021)

Modality Type

Text Speech Hybrid

Text & 
Speech

Speech & 
Gestures

Observed Modalities

Most Popular Application Domains

Business Health Law Tourism

Gastronomy Media Public 
services Aerospace

 Domain-specific systems help users 
to initiate a search without prior 
domain knowledge and assist when 
certain modalities are restricted



Results & Discussion: Architecture Framework
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 Based on over 20 architectures proposed in the literature, we devised a layered architectural framework 
for conversational search systems

  A combination of the set of modules and functional components implements the stated system properties
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 Based on over 20 architectures proposed in the literature, we devised a layered architectural framework 
for conversational search systems

  A combination of the set of modules and functional components implements the stated system properties



Results & Discussion: Architecture Framework
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1) 2) 

3) 4) 5) 6) 

7) 

1) – 7) Core Conversational Search Functions 

 Based on over 20 architectures proposed in the literature, we devised a layered architectural framework 
for conversational search systems

  A combination of the set of modules and functional components implements the stated system properties



Results & Discussion: Conversational Search Functions
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1) Query Classification

Function Description

 Classify a given user query to inform subsequent functions, addressing 

issues regarding ambiguity, domain-specificity, or other contextual aspects.

Approaches

 Classifying search domains and domain-specific information needs can aid 

in choosing the correct data source and answer format (Frummet et al., 2019; 

Hamzei et al., 2020)

 Classifying whether a previous question is relevant to the current question 

can provide additional context (Aliannejadi et al., 2020) 

 Classifying question types by using question words and keywords can help 

to give more appropriate answers (Kia et al., 2020)

History

Who formed Saosin?

When was the band founded?

What was their first album?

Query

When was the album released?

Relevant Answer Passage

The original lineup for Saosin, consisting of 
Burchell, Shekoski, Kennedy and Green, was 
formed in the summer of 2003. On June 17, 
the band released their first commercial 
production, the EP Translating the Name.

Example excerpt from conversational search 
dialogue (Voskarides et al., 2020)



Results & Discussion: Conversational Search Functions
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2) Query Reformulation

Function Description

 Rewrite ambiguous user queries into a clear, explicit form with more 

contextual information for better downstream retrieval performance.

Approaches

 Classifying terms to be included in the rewritten query as well as sequence-

to-sequence rewriting approaches for co-reference resolution and query 

expansion (Mele et al., 2021; Zhang et al., 2021) 

 LLMs have been used to iteratively rewrite the query in real-time until they 

align with the user‘s intent and also to incorporate additional information to 

decontextualize the query (Chen et al., 2023; Ye et al., 2023)

 

What job did Elizabeth 
Blackwell have?

In what field?

Did she do well?

She was a lecturer.

She was a lecturer in 
midwifery.

Did Elizabeth Blackwell
do well? 

Did Elizabeth Blackwell do well
as a lecturer in midwifery?

(human rewrite)

(informative LLM rewrite)

Example of informative query rewriting (Ye et al., 2023)



Results & Discussion: Conversational Search Functions
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3) Query Clarification

Function Description

 Take the initiative to proactively ask the user for clarification if the system 

cannot interpret or resolve a given query.

Approaches

 Different approaches have been investigated, including template filling, 

sequence editing, sequence-to-sequence, or hybrid approaches (Zamani et al., 2020)

 However, these approaches have to carefully balance information gain and 

user patience (Bi et al., 2021)

 Prompting LLMs can be used to detect first whether a given question is 

ambiguous and then generate an appropriate clarification question to ask 

the user (Kuhn et al., 2023)

Who do you mean by ‘‘he‘‘ in 
your question?

Alan Bean landed on the 
moon on November 19, 1969.

On what date did he land on 
the moon?

Alan Bean.

Classify 
ambiguity 

(y/n)

Generate clarification

Generate answer

CLAM framework for selective clarification with 
LLMs (Kuhn et al., 2023)

Await user response

y

n

…



Results & Discussion: Conversational Search Functions
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4) Query Suggestion

Function Description

 Take the initiative to proactively suggest relevant queries or (partial) answers during 

the conversational interaction with the user. 

Approaches

 Most approaches employ transformer models and use the dialogue history and input 

query to generate and rank suggestions, aiming to maximize the probability of a user 

picking one of the suggestions (Dehghani et al., 2017; Mustar et al., 2022)  

 Methods can be implemented as auto-complete functions or listing suggestions

 Additionally, LLMs can be employed to generate multiple suggestions that users can 

iteratively accept, edit, or expand (Anand et al., 2023)

 However, as with clarifications, suggestions can tend to have diminishing returns on 

the information gain (Aliannejadi et al., 2021)

 

Gold Label: Misses Intent

Query: used washer and dry 

Question Suggestion: Can I store a 
washer and dryer in the garage? 

Gold Label: Prequel

Query: verizon yahoo purchase

Question Suggestion: Who bought out 
Yahoo? 

Gold Label: Too specific

Query: medicaid expansion

Question Suggestion: Did Florida accept 
Medi-caid expansion? 

Gold Label: Useful

Query: best hair clippers

Question Suggestion: What clippers do 
barbers use?

Examples of query-question suggestion pairs and
their usefulness labels (Rosset et al., 2020)



Results & Discussion: Conversational Search Functions
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5) Candidate Retrieval

Function Description

 Fetch the most relevant data items for a given user query from a structured DB, 

unstructured text collections, or a semi-structured data source.

Approaches

 Two main approaches for retrieving information from unstructured text collections

 Sparse retrieval uses methods like BM25, relying on sparse vectors to encode 

term occurrences in queries and documents (Robertson and Zaragoza, 2009)

 Dense retrieval addresses the limitations of sparse retrieval using transformer-

based encoder models and dense vectors (Ferreira et al., 2022)

 LLMs can be used for generating synthetic training data for dense retrieval models 
(Huang et al., 2023)

 LLMs have shown to be capable in the task of semantic parsing, producing structured 

DB queries for a given question and dialogue (Schneider et al., 2024a) 

SYSTEM: 
Generate a SPARQL query that 
answers the given ’Input question:’. […]

System Prompt

USER: 
Conversation history: 
USER: Which administrative territory is 
the native country of Cirilo Villaverde ? 
SYSTEM: {’Q241’: ’Cuba’}

Input question: Which is the national 
anthem of that administrative territory ?

Entities: {’Q241’: ’Cuba’}
Relations: {’P85’: ’anthem’}
Types: {’Q484692’: ’hymn’}

ASSISTANT: 
SPARQL query: SELECT ?x WHERE 
{ wd:Q241 wdt:P85 ?x . ?x wdt:P31 
wd:Q484692 . }

Few-Shot Example

USER: 
Conversation history: 
<conversation_history> 
Input question: <utterance> 
Entities: <entities> 
Relations: <relations> 
Types: <types>

Input Prompt

Example of few-shot prompting of LLM for semantic 
parsing in conversational QA (Schneider et al., 2024a)



Results & Discussion: Conversational Search Functions
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6) Candidate Re-Ranking

Function Description

 Rank retrieved candidates in order of informativeness and relevancy with regard 

to the given user query. 

Approaches

 Most methods are training models to score and reorder candidates, 

incorporating various embeddings and dialogue history by training on query-item 

pairs or using distance measures (Ferreira et al., 2022)

 More elaborate approaches can use multiview re-ranking where multiple 

embeddings of the input query can be used for an aggregated ranking 
(Kumar and Callan, 2020)

 Other systems use multiple LLM-based agents where a dialogue manager and a 

re-ranker reorder candidates and also generate explanations 
(Friedman et al., 2023) 

P(p|q)

Softmax

FFNN

BERT

[CLS] q1 qn [SEP] p1 pm

embedding[CLS]

Query Passage

… …

Example of simple BERT-based re-ranker architecture 
(Ferreira et al., 2022)



Results & Discussion: Conversational Search Functions
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7) Knowledge-Based Response Generation

Function Description

 Generate a relevant natural language response based on retrieved 

information from the knowledge layer.

Approaches

 Most approaches depend on three categories: information type, 

generation method, and information source (Zamani et al., 2023)

 Common methods are template filling, sequence-to-sequence methods, and 

RAG-based methods (Zhang et al., 2018; Ferreira et al., 2022; Lewis et al., 2020; Shuster et al., 2021)

 LLMs are especially capable in RAG, even when using structured data as 

input like semantic triples from knowledge graphs (Schneider et al., 2024b)

Example of few-shot prompting of LLM for semantic 
triple verbalization (Schneider et al., 2024a)

SYSTEM: 
Generate a concise text for the given set of 
triples. Ensure that the generated output only 
includes […]

System Prompt

USER: 
Input triples: 
[{’object’: ’Albert_E._Austin’, ’property’: 
’successor’, ’subject’: ’Alfred_N._Phillips’}, 
{’object’: ’Connecticut’, ’property’: ’birthPlace’, 
’subject’: ’Alfred_N._Phillips’}, 
{’object’: 
’United_States_House_of_Representatives’, 
’proper ty’: ’office’, ’subject’: 
’Alfred_N._Phillips’}]

ASSISTANT: 
Output text: 
Albert E. Austin succeeded Alfred N. Phillips 
who was born in Connecticut and worked at 
the United States House of Representatives.

Few-Shot Example

USER: 
Input triples: <triples>

Input Prompt

Query Result: <triples>

(Fine-Tuned) LLM



Conclusion & Future Outlook

 Rise in Popularity and Diversification: Conversational search systems are 
becoming more and more popular, with significant diversification in interaction 
modalities and application domains

 Conversational Search Architecture Framework: We consolidate a generalized 
architecture framework based on validated systems from the literature

 Rapid Adoption of LLMs: Researchers increasingly incorporate LLMs, 
particularly in replacing classic NLU pipelines, often using prompting instead of 
fine-tuning; however, challenges like model size, hallucinations, and a lack of 
transparency as well as controllability persist

 Augmentation, Not Replacement: LLMs are unlikely to replace modular 
conversational search systems as a single end-to-end solution; instead, they 
augment the functions of the proposed modular framework

 Future Outlook: The trend is shifting towards function-specific, smaller LLMs 
that complement existing system components, rather than developing a monolithic 
model to handle all conversational search functions
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